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ABSTRACT
In late 2022, OpenAI released a new version of ChatGPT, a so-
phisticated natural language processing system capable of holding
natural conversations while preserving and responding to the con-
text of the discussion. ChatGPT has exceeded expectations in its
abilities, leading to extensive considerations of its potential ap-
plications and misuse. In this work, we evaluate the in�uence of
ChatGPT on university education, with a primary focus on com-
puter security-oriented specialization. We gather data regarding
the e�ectiveness and usability of this tool for completing exams,
programming assignments, and term papers. We evaluate multiple
levels of tool misuse, ranging from utilizing it as a consultant to
simply copying its outputs. While we demonstrate how easily Chat-
GPT can be used to cheat, we also discuss the potentially signi�cant
bene�ts to the educational system. For instance, it might be used
as an aid (assistant) to discuss problems encountered while solving
an assignment or to speed up the learning process. Ultimately, we
discuss how computer science higher education should adapt to
tools like ChatGPT.
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1 INTRODUCTION
The end of 2022 brought, not only in the media, a big hype caused
by the launch of a new version of the ChatGPT chatbot.

While the launch went unnoticed, astonished reactions from
people soon �ooded the media space. Although the AI’s capabilities
were certainly not as shocking to the community dealing with this
technology for a longer time, the availability to a broader audience
caused a strong reaction. For example, this hype can be seen in the
graph showing the search popularity for the relevant keywords
(see Figure 1). Although it is not the �rst publicly available AI (e.g.,
DALL-E [13] for image generation, FaceApp [6] for face alterations,
or Copilot [8] for code completion), it has certainly seen the biggest
response as it gained over 1M users in under a week [10].

Many people started to test the limits of the released software.
These limits were found relatively early, yet the quality exceeded
expectations. The tool is able to produce high-quality texts of vari-
ous focuses even with the ability to respond in various languages
(internally, they are machine translated into English similarly to
DeepL [9] or Google Translate). Another strength of ChatGPT is
contextual querying, where ChatGPT remembers previous queries
and creates new results based on an earlier conversation.

Soon, signals emerged that this was the end of the classically
written essays and, thus, the end of the teaching as we know it for
selected disciplines. While this technology might be misused for
cheating, there are also implications for technical �elds, especially
computer science, as it can simplify creative activities such as pro-
gramming. A good example might be the GitHub Copilot [8] or
already known �rst cases of malware created using ChatGPT [14].

The student’s ability to adopt this technology to subvert the text
produced by ChapGPT proved to be very good and fast. Dutch stu-
dents have already admitted to using this technology to write home-
work [20]. And as con�rmed cases of cheating began to emerge

 

Figure 1: Trend in Google searches for chatbot and AI-related
queries. Retrieved from Google Trends1.

1Accessed 12.1.2023, https://trends.google.com/trends/explore?date=today%203-
m&q=chatgpt,openai,chatbot,AI
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very quickly, the reaction in education system was similarly swift.
For example, New York City schools immediately banned this tech-
nology in the classrooms [15]. On the other hand, the �rst tools to
detect ChatGPT-generated texts started to appear [17].

The ChatGPT phenomenon has also a�ected the �eld of com-
puter security. Many colleagues have already experimented with
solving their course exams or assignments. However, to our knowl-
edge, there is no in-depth testing of ChatGPT capabilities. Another
motivation is that our university already suspects that students are
actively using AI tools to solve assignments.

Our initial experiments have con�rmed the great power of this
technology. And not only in the English language. Most of the
experiments were executed in the Czech language without di�culty,
which, combined with real cases of student misuse, has led us to
question whether we are far from AI (with the right user, of course)
being able to complete standard college requirements successfully.

We, therefore, perform in-depth testing of ChatGPT capabilities
on actual use cases, i.e., selected tasks that are representative of the
standard requirements we place on students: exams, term papers,
programming tasks, or the Capture The Flag exercise. We focus
on the courses in the information security specialization. For each
evaluated task, we investigated di�erent levels of AI assistance.
From copying the results to using AI as an assistant to provide
supplementary advice and information. For each task, we mark the
AI-generated results using the same methodology as for regular
students, and we compare them to average student results based
on the statistics from previous years. In the scope of this paper, we
abstract from the technical feasibility of the actual examination
cheating. We are aware that the emphasis on supervision during the
examination and the limitation of internet access is a solution, but
not always, not everywhere (as we could see during the quarantine).

Based on the results, we describe the implications of this tech-
nology on traditional higher education. While the most discussed
topics are usually malicious usage of AI (cheating, plagiarism) and
it’s e�ects (loss of critical thinking, etc.), we also see positive ef-
fects, which, with appropriate assistance, can signi�cantly accel-
erate some phases of learning. The ultimate goal of our papers is
to open a discussion regarding the appropriate adoption of this
technology in higher education.

1.1 Contributions
The main contributions of this paper may be stated as follows:

• We perform an in-depth evaluation of ChatGPT’s abilities
to solve assignments of various levels in computer security
specialization at the IT-oriented university.

• We discuss this technology’s possible positive and negative
impacts on university education.

• Taking into account the capabilities of AI, we propose how
the educational process (adaptation, detection, and preven-
tion) should be revised to bene�t both students and educa-
tors.

1.2 Our position
Higher education must respond adequately and immediately to the
increasing quality of tools like ChatGPT. Their quality is already

good enough to produce results comparable to the average student.
An emphasis on modifying the examination process is inevitable.

Although we need to consider the power of the tools that stu-
dents can use to cheat in their studies and adapt the environment to
minimize these e�ects (pen-paper exams, explanation of negative
e�ects, detection, etc.), we should not go down the path of mere
prohibitions. And not just because of the lack of detection tools and,
thus, the inability to punish misuse. Instead, we should �nd ways
to prepare students for the e�ective use of these tools where they
make sense - for example, in the form of an assistant with whom
the student can "have a discussion" and thus partially replace the
peer (or teacher) in his absence.

We are aware of the imperfections of the tool and that it can
sometimes give wrong and misleading answers, but how is this dif-
ferent from discussions with classmates who have not yet mastered
the content of the course? The quality of these tools will increase
over time, and, in turn, their error rate will decrease. It should also
be taken into account that these assistive tools allow for signi�-
cantly faster learning on selected topics, which ultimately increases
the overall e�ectiveness of learning. Moreover, their massive use
in practice is to be expected, and students need to be prepared for
these possibilities.

2 RELATEDWORK
Researchers have been investigating the use of machine learning
and arti�cial intelligence in education ever since these techniques
reached su�cient maturity. The primary focus has been on improv-
ing the learning process by aiding the students and simplifying
some repetitive processes for teachers.

Zong and Krishnamachari [21], and Tack and Piech [18] investi-
gated the use of Natural language processing (NLP) for personalized
teaching. The �rst paper praises the ability of GPT-3 to extract cor-
rect equations from math world problems in 80% of the tested tasks.
At the same time, the latter concludes that while conversational
agents can communicate like a teacher and understand the student,
they are lacking when it comes to helping the student. They both
agree that applying common-sense knowledge remains an issue,
and output can contain inconsistencies or random errors.

Moore et al. [11] tested the ability of GPT-3 to evaluate the quality
of student-created test questions and classify them into Bloom’s
revised taxonomy, but their result did not achieve su�cient quality.

In his opinion paper on GPT-3 [5], Dehouche shows it can gen-
erate academic papers which pass current plagiarism checks, while
Thunström and Steingrimsson [7] used it to generate a full scienti�c
paper ( however, it contains typical �aws such as weak claims and
un�t references). Cotton et al. [3] demonstrated the use of ChatGPT
as a powerful writing tool to generate a plausible paper.

The ability of GPT-3.5 to solve tests has been tested by Susn-
jak [16] and Bommarito and Katz [1]. The latter applied the model
to the multiple choice component of the law examination in the
USA. They conclude that even though the examination requires un-
derstanding exam-speci�c questions with unique syntax, the model
yields better results than expected, only 17% worse than human-
takers in general. Even though it would not manage to pass yet, it
would surpass the passing range in some subcategories, which is
in line with the results we obtained in our study. However, in our
case, the GPT-3.5 would succeed in some courses completely.
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These possibilities raise the question about its ethical use, which
is discussed by Tate et al. [19] who warn against banning its use but
suggest their features shall be taught as well as their ethical usage
(including the proper citation of AI usage). They argue that students
must be taught to be cautious and challenge AI’s responses.

2.0.1 Used Tools. This section describes the tools we used to
complete assignments and detect AI-written text.

ChatGPT [12] is a variant of the GPT (Generative Pre-trained
Transformer) language model developed by OpenAI, speci�cally
designed for natural conversation. It is trained on a large dataset
of human-generated conversations and can generate human-like
responses to prompts given by a user. ChatGPT has been �ne-tuned
to generate responses that are more appropriate for conversational
contexts and can generate coherent responses and maintain con-
text across multiple turns of conversation. It is a powerful tool for
generating human-like text in natural language conversation.

GPTZero is a ChatGPT-written text detector released shortly
after the release of the chatbot [17]. It uses perplexity and bursti-
ness metrics to di�erentiate between human and AI-written text.
The human-written text normally has a higher perplexity – the
randomness of the text, and it exhibits properties of burstiness:
non-common items appear in random clusters.

3 EXPERIMENT DESIGN
We have thoroughly analyzed the ability of AI to solve di�erent
levels of exams and projects of university courses on computer
security. We let AI solve the tasks, assessed the results, and com-
pared the received points with real students. The testing sample
may be improved; however, our goal is to show the basic concept
and provide baseline data, not to cover all variants exhaustively.

We emphasize that Czech tests, assignments, etc., were used in
our experiments, which may have caused di�erences compared to
English assignments, but at the same time, broadened the scope
and impact of the results.

First, we have established multiple exam categories we regularly
use (see Table 1): written exams (fulltext questions, multiple-choice
tests), term essays, and programming assignments (with designing
and implementing source code and analytical tasks such as Capture
the Flag [4]). Each category is better described in the subsequent
section. Next, we set three modes of usage based on students’ re-
quired expertise: naive AI usage – cut and paste (low knowledge),
minor clari�cation of answers – interpretation of AI’s answers (ba-
sic knowledge), and usage of AI as an assistant (good knowledge).
The matrix of di�erent usages of AI and di�erent categories are de-
picted in Table 1. Finally, we select the number of real assignments
from each category. We use ChatGPT to solve them in de�ned usage
modes, evaluate them using the same methodology used for regular
courses, and compare results.

3.1 Categories of examination methods
For the experiment, we include examination methods from four
courses focused on the security of information systems, cryptog-
raphy, secure coding, and secure hardware. We de�ne three basic
types of methods: written exams, term essays, and programming
assignments.

Test Fulltext Essay Programming

Copy&Paste
Interpretation
Assistant

Table 1: Matrix of exam categories and AI usage modes
The / symbol represents whether AI was used or not for a speci�c
examination category. A indicates that the use of AI depends on the
task or question at hand (e.g. in an essay setup, AI may be used for
assistance, but sometimes it’s only needed for Copy&Paste).

3.1.1 Wri�en exams. Written exams are used to test a student’s
knowledge and his ability to apply it. All exams combine general
knowledge and practical questions (e.g., knowledge and understand-
ing of key terms, encryption using transposition cipher, calculating
the output of several runs of a speci�c LFSR generator, explanation
of the principle of the selected attack, knowledge of the responsi-
bilities of the information security administrator role, designing
security measures for a given scenario, etc.). The used questions
cannot be published due to yearly reuse. We used two di�erent
types of written exams:

Fulltext exam. Fulltext exams require students to answer a
question using their own words or to demonstrate a solution to a
problem.

Test. Students choose from a prede�ned set of responses where
one or more is correct. The points for a question are assigned
according to how many of the correct responses were selected. If
any incorrect response is selected, a minus point is awarded for
that whole question.

3.1.2 Term essays. Term essays require the students to study
security-related topics and write a short research paper (approx. 4-
6 pages) about collected knowledge. It is possible to write a tutorial
paper, perform a security analysis of a certain product, or execute
a new exploit and document it.

3.1.3 Programming assignments. We select three types of pro-
gramming assignments used by our faculty.

Completing prede�ned code. An individual project, where
a prede�ned structure in the form of methods, variables, or usage
de�nition is provided. Students are typically assigned to implement
selected methods. We selected a machine learning class homework,
where students implement formulas for simple distributions and
classi�ers in Python. This type of assignment allowed for testing
both Copy&Paste and interpreted variants.

Small project. An individual project typically consists of less
than 1,000 lines of code. We selected an RSA implementation in
C++. The requirements are to generate the keys, encrypt, decrypt,
and break messages with small key lengths. Additionally, it is not
allowed to use special libraries for the generation of prime numbers
or primality tests.

Termproject.A large programming project, primarily for teams
of two to three people. We selected a term project from the Infor-
mation Systems course, as the security-related courses do not have
this type of project. The assignment is to implement a simple infor-
mation system as a web application in PHP. The topic was Smart
City. This system should allow the citizens of a city to report issues
and the city manager to manage these tickets.
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Interactive project. An individual interactive project requires
the student to get familiar with an unknown environment (system)
and complete tasks. One of the courses involves the Capture The
Flag (CTF) task. Students are given cybersecurity-related challenges,
such as encryption cracking, reverse engineering, web exploitation,
etc. Users must solve these challenges to retrieve hidden messages
in the system. The assignment consisted of six secrets within a
virtual network environment of four servers. Tasks are designed
for all students level from beginners to intermediate.

3.2 AI usage modes
We used ChatGPT in mainly three distinct modes (see Table 1). The
modes are primarily based on students’ required apriori expertise
in a given topic:

• Copy&Paste mode, where the necessary knowledge is non-
existent, meaning the person only copies the given question
into AI and pastes the result into the original questionnaire.

• Interpretation mode. This mode is more elaborated from
the user’s perspective. The user attempts to comprehend the
AI-provided response and, based on his understanding, alters
the �nal response. The responses are usually verbose and
occasionally contradictory, but with the user’s awareness, he
uses only valid portions or creates his answer for provided
facts.

• Assistant mode. In the most advanced mode, the user must
fully comprehend the AI outputs, correct any possible errors,
and ask speci�c questions to gain the most value from the
o�ered responses to maximize the AI system’s potential. This
option requires interaction with the AI and more time than
other modes.

Usage modes with examination categories:
• Fulltext exam. For fulltext exams, the ChatGPT was used
purely in Copy&Paste mode.

• Test. As ChatGPT provides both the responses and expla-
nations, it is possible to improve the results by interpreting
them. We thus examine two scenarios, Copy&Paste, and
interpretation of responses.

• Term essays. Two levels of usage to write essays are avail-
able: completely written by AI, help from AI. In the second
case, we replaced some parts of the student’s paper with
ChatGPT written text.

• Programming assignments. As in most cases, ChatGPT
is used as an assistant; instead of implementing numerous
assignments, we carefully examined the code generated by
ChatGPT and its recommendations on how to solve the given
problem. Using this knowledge and comparing it with the
original student’s work, we estimated the range of points
gained by ChatGPT. We also evaluate the usability of Chat-
GPT to solve these CTF-based projects. Because of this set-
ting, we evaluate only the overall usability instead of award-
ing points.

3.3 Experiment scope
Ultimately, we evaluated four courses related to computer secu-
rity. The courses consist of di�erent combinations of examination
methods and their weights for �nal assessment.

We used a minimum of 50 assignment types for each category
of examination method (except essays, where there were created
twenty di�erent essays). The assignments were solved by AI and
compared with the results of students solving exams from the same
question pool. For CTF, we used an approach, where only one
AI-based solution was relevant. In the scope of programming as-
signments, a di�erent number of tasks were used depending on
di�culty, i.e., small project, term project, and code completion.

4 EVALUATION
This section presents an evaluation and interpretation of our ob-
servations. Figure 2 displays all scoring of given varied tasks done
by AI compared to genuine student performance. Note that in this
case, capital letters A). . .D) represent four examined courses. We
organize experiments using the task categorization proposed in
Section 3.
Fulltext exam. Figure 2 [A)Full, B)Full, D)Full] compares AI to
students regarding points received from fulltext exam questions.
ChatGPT provides correct answers, but they are broader and less
speci�c. Problems can arise when answering questions requiring
knowledge application, such as when employing the Bell-Lapadua
model for document access; ChatGPT has no sense of context in this
situation. The variability of answers is similar to ordinary students.
Tests. Figure 2 [A)Test] demonstrates that the selected solutions
are not always correct in the Copy&Paste mode. This is deteriorated
by the fact that this speci�c test has harsh scoring, with an incorrect
answer resulting in a -1 score for a given question. Interpretation
mode, on the other hand, considerably improves response quality,
as shown in the graph.
Term essays. Figure 2 [D)Essay] shows that AI performed worse
than students. The approximately four-page Copy&Pasted essay
was completed in less than an hour; only with assistance did it take
longer, as fact-checking was required. However, the generation of,
for example, threat modeling instrument descriptions saved time.
Completing Prede�ned Code.ChatGPT allowed us to complete the
homework without looking up all the needed formulas or algorithm
steps (e.g., Expectation-Maximization training for GaussianMixture
Model). Copy-pasting the prede�ned structure to ChatGPT allowed
easy code generation with needed properties for the template. Even

Figure 2: The results obtained by scoring AI outputs in mul-
tiple evaluation categories with comparison to a genuine
sample of student scores.
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Figure 3: Overall scoring assessment for the various subjects
based on di�erent examination methods with highlighted
pass mark threshold.

a naive implementation (copy&paste) received at least 30% of points
with no more than 10 minutes of spent time.
Small Projects. ChatGPT easily implemented algorithms such as
Miller-Rabin, Solovay-Strassen, and Pollard-Rho. Copying the out-
put fromChatGPT signi�cantly reduced the time and e�ort required.
However, this reduced the educational e�ect of the assignment as
no study of the algorithms was needed. A project completed in this
way, in general, always received at least 40% points or more, as can
be seen in Figure 2 [C)Program.].
Term Projects. ChatGPT generated database schema from the as-
signment as an executable SQL script. The quality of the database
design was of an average student according to the assessment made
by three lectors. The proposed folder structure represented theMVC
architecture, while most students neglected this. ChatGPT easily
generated code for database models, sample data, or views for login
or registration pages. Interactive querying allows modifying the
generated code to include styles or refactoring code. Moreover, the
generated code was tailored to �t the context of the initial database
design (i.e., registration form �elds).
Interactive Projects. Caesar’s cipher encrypted a secret message,
which appears as the MOTD (Message Of The Day). A simple re-
quest for AI to solve it failed; however, ChatGPT suggested fre-
quency analysis and attempted to perform it, resulting in a bad
outcome. It eventually determined that the substitution cipher had
been utilized. AI attempts at decoding produced only incorrect re-
sults, similar to what we observed with exams, but at least gave us
a correct hint on how to approach a given problem.

On the contrary, ChatGPT has successfully completed the easy
task of �nding a secret in a hidden �le using Linux commands.
It also successfully solved a more advanced task of obtaining a
password from an obfuscated Javascript and reverting the SHA-1
hash. ChatGPT identi�ed the hash type and provided advice for
revealing the password but was not allowed to help crack the hash
(due to ethical constraints of the AI system). Instead, it successfully
directed towards online tools for revealing the original message.

ChatGPT cannot solve such an assignment independently. It can
only navigate students through the problem or demonstrate novel
approaches or technologies. In summary, ChatGPT slightly reduces

the e�ort and knowledge needed to complete this assignment; how-
ever, most of the work remains to be done by students.

4.0.1 Final Assessment. Figure 3 portrays the �nal assessment re-
sults based on scored points for three courses. To pass a course, a
student must earn at least 50% of the total points available through-
out the semester via various tasks, tests, and exams. The evaluations
for each course di�ered: Subject A had a test worth 60% and a full-
text exam worth 40% total points, Subject C had a programming
assignment (30%) and a fulltext exam (70%), and Subject D had an
essay (35%) and a fulltext exam (65%). The key takeaway is that
the ChatGPT did well overall and can pass all courses, except for
a minor loss in Subject A when the AI was used in Copy&Paste
mode during the test examination technique.

5 DISCUSSION
The results indicate that the impact of ChatGPT usage by students is
enormous. This section thus further discusses our �ndings, possible
impacts, and mitigations.

5.0.1 Insights. During our experiments with ChatGPT, we ob-
served numerous interesting insights. This section discusses the
most important ones.

We observed great variability in the correctness of the ChatGPT
answers. Several exams included an almost identical question on
deciphering a message using Vigenère cipher. The answers were
diametrally di�erent for each query. In some cases, ChatGPT solved
this task; in others, it provided completely wrong results.

ChatGPT tends to make up events, links, and references. Several
times, a link to a non-existing image, GitHub repository, or name of
a publication was returned in the answer. If the author does not pay
enough attention or does not understand the topic, such mistakes
might be observed in the submitted text. This might serve as a good
starting point for detecting AI-written papers.

5.0.2 Negative Impacts. ChatGPT allows for easy cheating in
the university environment. Correct answers to exam questions,
complete term papers, or functional pieces of code are available
with a few clicks. This easy access to correct solutions can vastly
reduce the learning experience that students should undergo.

Using the ChatGPT to write term papers is, in fact, plagiarism.
Moreover, replacing own writing with AI-generated text will stop
original content creation. The same goes for programming. Using
the chatbot to generate code vastly reduces the knowledge and
experience students gain while solving the assigned problem.

The ChatGPT is especially problematic for freshmen, as the learn-
ing process requires students to go from easy assignments to more
challenging ones. As ChatGPT easily solves easy assignments with-
out special intervention, students may not be required to learn the
essential concepts and fail later at the more challenging assign-
ments because of a lack of prior knowledge. In contrast, ChatGPT
sometimes tends to provide incorrect or misleading answers. This
may lead to the propagation of misinformation if students accept
these answers as a general truth.

The experiments executed in the Czech language strengthened
our results. The threat model is not limited by the native language,
as this tool might be used in an arbitrary language.
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This might ultimately result in students passing the courses with-
out properly understanding the substance. Finally, these impacts
might be signi�cantly ampli�ed by, for example, another pandemic
lockdown, where almost all interaction was solely through comput-
ers. Such a setting allows for very easy use of AI tools for cheating.

5.0.3 Positive Impacts. Students are mostly required to work
individually; however, in recent years, team projects and consulting
individual projects with peers have become more common. This is
a disadvantage for students who, for some reason, are not part of
one of the social groups (social distancing, shame, introversion, . . . ).
This way, AI can pose a role of a teaching assistant. Students can
discuss encountered problems or ideas for solving the assignment.
Ultimately, the ChatGPT takes a role of an advanced rubber duck [2]
that helps students and professionals solve encountered problems.

AI chatbots might also help to accelerate the learning process for
IT-experienced individuals with new technologies. Well-prepared
queries make the learning process more e�ective, as the chatbot can
better explain the underlying concepts or provide sample codes in
addition to the o�cial documentation. This also applies to gaining
more knowledge of computer science-related topics that the user is
unfamiliar with.

5.1 Are changes in education needed?
In our opinion, yes. Changes to the education model are inevitable,
and the reaction should be immediate. The following areas should
be addressed:

5.1.1 Detection. Tools for verifying the authenticity of submitted
work should be used. Antiplagiarism or detection tools might be
helpful in revealing AI-written tools. Especially in courses with
many enrolled students, it will be challenging for educators to iden-
tify such works independently. We tested the GPTZero detector on
the term papers. Our �ndings suggest that the detection is suited
for the English language only. For English text, the received likeli-
hood metrics su�ciently distinguished human and AI-written text.
However, for text written in the Czech language, this di�erence
vanished. It is thus questionable how to approach the detection in
non-English speaking countries.

5.1.2 Prevention. The impacts of such technologies should be
carefully discussed with students so they understand the potential
impacts. Explaining the importance of academic integrity and the
need to absorb basic concepts is crucial to allow the development
of students into professionals. A suitable approach might be mile-
stones during the study where students must demonstrate their
ability to apply the knowledge in a controlled environment without
the possibility of cheating. The assessment during these milestones
will have the parameters of a real control mechanism. Not only for
exams but also for programming assignments.

It is also possible to completely restrict access to ChatGPT, as
was already done in New York [15]. As this restriction might be
challenging to achieve during homework, several measures should
be implemented to limit ChatGPT impacts. One solution is to set
the score of home-solved assignments to a minimum to have an in-
signi�cant impact on the �nal score. Alternatively, speci�c libraries
or feature limitations in programming tasks may make ChatGPT

ine�ective. Moreover, any assignments or exam questions that re-
quire practical knowledge or problem-solving are not easily solved
by ChatGPT, and a certain amount of knowledge and determination
is still required. The same goes for schemas (images), as ChatGPT
cannot produce or understand them.

5.1.3 Adoption. Educators and students must �nd a balance in
using ChatGPT and related tools. As previously mentioned, the ben-
e�ts associated with correct usage are not negligible. If students use
this technology responsibly, their performance might be boosted.
In addition, educators might bene�t from the abilities of ChatGPT
in curriculum creation or boosting their performance.

6 CONCLUSIONS
We demonstrated how easily ChatGPT could be misused and con-
cluded that this AI might pass the courses required for a university
degree. With a focus on IT security in general, we examined a
plethora of types of instruments to validate the students’ knowl-
edge. This complex evaluation revealed that AI tools signi�cantly
threaten the integrity of the academic area. Without changes to
the educational model, plagiarism and cheating will result in the
production of low-quality graduates.

It can be expected that mere restrictions will not be su�cient or
reasonable, not only because of the lack of detection tools and, thus,
the inability to punish misuse. Instead, it will be necessary to �nd
ways to prepare students for the e�ective use of this technology.
Given the huge investments already announced, this technology
will certainly be used in the future. Therefore, it is necessary to
continue fostering desirable qualities in students, such as critical
thinking, the ability to work without technology, or creativity.

However, we identi�ed several bene�ts for students and edu-
cators. The major positive impacts are an AI assistant and the
acceleration of the learning process. The AI assistant is an excellent
use case that diminishes the di�erences between students’ perfor-
mance based on their social groups. Now, every student has an
assistant to help in discussing the encountered problems, which
can even supplement the teacher in some ways. As a result, student
performance might be boosted, and teachers’ time is saved.

Moreover, this assistant can accelerate the learning process for
new technologies. Experienced individuals can use ChatGPT to
discuss and understand unknown technology without spending
hours reading the documentation or experimenting. Ultimately, this
might result in training the GPT model over documentation and
speci�cation of selected technology to create a kind of guru that
can help resolve most problems.

Finally, we expect many related works to be published soon,
which will experimentally con�rm our statements on the quality
and usability of AI tools to be used for cheating. This will support
the need for adequate changes and adaptations.
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